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Unmanned aerial vehicles (UAVs) are gaining popularity in traffic monitoring due to 

their low cost, high flexibility, and wide view range. Traffic flow parameters such as 

speed, density, and volume extracted from UAV-based traffic video are critical for 

traffic state estimation and traffic control, and has recently received more and more 

attention from researchers. However, different from stationary surveillance videos, the 

camera platforms move with UAVs and the motion in aerial videos makes it very 

challenging to process for data extraction. 

To address this problem, a novel framework composed of two complementary 

approaches for real-time traffic flow parameter estimation from aerial videos is 

proposed. The first approach is a motion-based approach, which identifies traffic 

streams and video background based on their motions using Kanade-Lucas-Tomasi 

(KLT) tracker and k-means clustering algorithm, and then extracts traffic flow 
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parameters (speed, density, and volume) using connected graph and traffic flow 

theory. The second approach is a detection-based approach, which requires a vehicle 

detector training process. In this approach, vehicles from a top-view perspective are 

detected by the vehicle detector first and then the vehicle motion is estimated using 

KLT tracker as well as the background motion. Specifically, the vehicle detector is a 

combined cascaded classifier composed of Haar-like features and neural networks, 

making use of the fast processing speed of cascaded Haar classifier and the high 

detection rate of neural network. These two complementary approaches have their 

own advantages and together form the proposed framework for aerial video-based 

traffic flow parameter estimation. 

The system was tested on multiple aerial videos taken by UAVs operated in 

various scenarios including uncongested traffic condition, uncongested traffic 

condition, daytime, nighttime, UAV moving and UAV hovering. The experimental 

results show that the system is able to extract traffic flow speed, density and volume, 

and also achieves high performance in both traffic speed and vehicle count estimation 

in various challenging scenarios. The proposed system achieves a fast processing 

speed that enables real-time traffic information estimation. 
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Chapter 1 Introduction 

1.1 General Background 

Unmanned aerial vehicles (UAVs) have been considered a novel traffic monitoring 

technology used to collect information about traffic conditions on roads (see different UAVs 

in Figure 1-1). Compared to traditional traffic monitoring methods and devices, roadway 

monitoring with unmanned aerial vehicles has several advantages. First, traditional 

monitoring devices such as loop detectors and surveillance video cameras are usually placed 

at fixed locations to achieve a fixed surveillance coverage range; this may not be cost 

effective because a large number of these devices are needed for a single road segment [1-2]. 

Additionally, the maintenance of any of the fixed detectors leads to additional fees and would 

inevitably interrupt the normal traffic. In contrast, the UAV is a cost-effective platform that 

can both monitor a large continuous stretch of roadway and focus on a specific road segment. 

Also, maintenance on UAVs can be conducted off site and would this not lead to congestion 

on the roadway. The UAV also has another advantage in being able to provide rapid 

assessment and reconnaissance of an incident site for emergency response where no 

traditional sensors are installed and even in locations that humans may have difficulty 

accessing [3-4]. Further, by achieving a top-view perspective, the aerial videos have the 

potential to be used to provide fast and accurate estimations of traffic information in multiple 

travel directions at the same time. For the aforementioned reasons, a UAV equipped with a 

camera is considered to be a low-cost and flexible platform that can provide for efficient data 

acquisition [4-6]. Although the privacy issue and short battery life appear to be the two main 

concerns limiting practical use currently, it is widely believed that the UAV will achieve 

broader use in the near future once these concerns are addressed. 
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Due to the advantages of UAVs, aerial video-based traffic surveillance has become an 

active study topic in the transportation engineering field. Relevant research was initially 

conducted by State Departments of Transportation in Ohio, Florida, Georgia, and California 

[6]. Several papers were published by researchers participating in those projects that laid the 

foundation for UAV studies [4, 7, 8]. Although not placing tremendous weight on technical 

details, these papers present the “big picture” issues associated with UAVs and provide 

researchers with guiding information for future research. 

 

Figure 1-1 Examples of different types of unmanned aerial vehicles 

 

1.2 Research Objectives 

Inspired by the increasing needs in exploring new traffic monitoring means and all the 

advantages of UAV, this paper aims at extracting traffic flow parameters using UAV-

mounted video cameras. Specifically, our research objectives are stated as follows: 

 Identify and distinguish multi-directional traffic streams on roadway 

 Extract instantaneous speed and vehicle count for each traffic stream in each frame 

 Convert instantaneous speed and vehicle count into aggregated speed, density and 

volume for a given aerial video 

 Build an efficient and accurate top-view vehicle detector 
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 Develop a framework for aerial video-based traffic flow parameter estimation 

working in different traffic scenarios 

 Achieve a real-time processing speed in traffic flow parameter estimation 

1.3 Problem Statement 

In order to extract the basic traffic flow parameters (i.e., speed, density and volume) in aerial 

videos, besides traditional challenges in surveillance video based detection such as the 

challenges associated with occlusion, shadows, and reflections, the most challenging issue is 

that both video background and foreground are moving due to the motion of the camera. 

Thus, several traditional image-based traffic information extraction technologies for fixed 

camera videos such as background subtraction and blob detection do not work well for UAV-

based videos. Over the past two decades, some studies have focused on extracting traffic 

information from aerial videos; most of this work focused on applying traditional image 

processing techniques such as image registration to detect and track vehicles in aerial videos 

[7-11]. Once vehicles are able to be properly detected and tracked, specific traffic 

information can then be extracted from video. Such methods require large computing 

workloads resulting in slow processing speeds. Moreover, consistent UAV motion makes it 

impossible to conduct camera calibration since the external parameters of the camera is keep 

changing. Thus, how to handle UAV motion properly and even make use of UAV motion in 

the parameter estimation process becomes the main problem in this research. 

1.4 Idea Generation 

To address the motion-related problems, there are basically two approaches. The first is 

making use of the motion instead of converting the moving background into static 

background like applying image registration in most previous studies. Given the intuition that 

no matter how a UAV moves, the motions of vehicles in the traffic streams are different from 
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the motion of the background, thus, extracting low-cost features that can represent the 

motions of the video background and moving traffic comes to mind. The second approach is 

ignoring the moving background on the first stage, instead, just detecting the vehicles in each 

frame. With the vehicles detected, you will get all the detected vehicles (i.e., the rectangles 

that represent the detected vehicles) as the region of interest (ROI), and then all the areas 

outside the ROI can be seen as background. Thus, the vehicle motion can be calculated from 

the average ROI motion between consecutive frames; the average motion outside the ROI can 

be seen as the background motion. 

Feature-based traffic detection and tracking methods have been frequently used in 

previous studies, however, elegantly selecting “good” features for further processing is 

crucial to the overall effectiveness [35, 36]. In general, there are three groups of features 

commonly used in video-based traffic detection: region-based features, point-and-patch-

based features, and contour-based features [36, 37]. Region-based features are mainly the 

foreground silhouettes extracted by foreground extraction methods, which as aforementioned, 

is not an easy task due to the irregular background movement [36]. Contour-based feature 

extraction is based on edge detection, however, edge detection is not appropriate for UAV-

based vehicle detection in most cases since vehicles are small in aerial videos [36, 37]. In 

point-and-patch-based feature detection, patch-based features such as Scale-invariant feature 

transform (SIFT) features [39] are computationally expensive to compute, thus real-time 

performance is less likely to be achieved. In contrast, point-based features are generally less 

computationally expensive [37]. Since Kanade-Lucas-Tomasi (KLT) optical flow tracker is 

very powerful in motion analysis, Shi-Tomasi interest points were a natural selection as the 

ultimate features to be used in this work. Specifically, in both of our motion-based approach 

and detection-based approach, the KLT tracker plays an important role, supporting 

effectiveness in flow parameters estimation and real-time performance. 
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1.5 Scope of Study 

In this work, we proposed a new framework that composed of a motion-based approach and a 

detection-based approach to achieve a fast and accurate detection of traffic flow parameter, 

i.e., speed, density, and volume. Specifically, the motion-based approach includes four 

components, which are interest point tracking, motion-vector clustering, connected graph-

based vehicle detection and counting, and traffic flow parameter estimation. In the detection-

based approach, there are two main components. The first is a detection process based on 

combined cascaded classifiers, which is composed of a cascaded Haar classifier and a multi-

layer perceptron (MLP) neural network. The second component is KLT-based tracking and 

speed estimation of the vehicles. To the best of our knowledge, among previous studies, no 

method successfully extracts traffic flow information from UAV videos in real-time. Hence, 

our work is among the first efforts. The key contributions of this paper are summarized as 

follows: (1) a framework for estimating multi-directional traffic flow parameters from aerial 

videos is proposed; (2) a novel method combining the KLT tracker, k-means clustering, and 

connected graphs for vehicle detection and counting is built; (3) introducing a detection 

method to UAV-based vehicle detection, which combines cascaded Haar classifiers with 

neural network; (4) proposing a general framework containing a motion-based approach and 

detection-based approach for traffic flow parameter estimation in aerial videos; (5) the system 

operates in a real-time manner; and (6) our system is robust to various challenging scenarios: 

it works well in both daytime and nighttime settings, both congested and uncongested traffic 

conditions, and is not sensitive to UAV movements (i.e., regular movement, vibration, 

drifting, changes in speed, and hovering). 

The rest of the thesis is organized as follows: Chapter 2 is a literature review section 

that gives an overview of the state-of-art in UAV-based traffic monitoring as well as vehicle 

detection and tracking technologies. Chapter 3 introduces the overall framework and 
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methodologies for the motion-based approach in detail. Chapter 4 introduces the overall 

framework and methodologies for the detection-based approach in detail. Chapter 5 describes 

the platform and parameter settings. Chapter 6 and Chapter 7 present the experimental results 

using multiple representative aerial videos and evaluate the performance of the proposed 

motion-based and detection-based approaches. Chapter 8 draws the conclusion and discusses 

the future work. 
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Chapter 2 State of the Art 

2.1 Detectors Used in UAV-based Traffic Monitoring 

Many systems have already been developed to meet the demand for transportation 

surveillance. Among such systems, some are equipped with inertial measurement units, 

infrared detectors, or high-precision position and orientation systems, which can provide 

additional information besides simply collecting aerial video [8, 13-16]. However, the costs 

of these systems are relatively high and thus limit their use in practical applications [17]. 

Other systems are only equipped with cameras and may be more cost-effective, but require 

more sophisticated computer vision techniques to achieve similar performance to the more 

advanced systems. 

2.2 Literature Review on Research Objective 

In term of research objectives, previous studies in the area can be roughly divided into three 

categories. The first category is road detection [6, 18-20]. UAV-based road detection is 

important because these approaches can be applied to vision-based navigation of UAVs [19]. 

Moreover, road detection can help automatically determine the region of interest (ROI) in a 

given traffic monitoring scenario. For example, Kim et al. [19] presented a unique real-time 

approach to detect various types of roads and other corridors. Their method learns a road 

structure from a single image and can then be applied for detecting and localizing the road in 

successive frames of a video. Zhou et al. [6] proposed an efficient road detection and tracking 

method for UAVs (see Figure 2-1). This was the first work to introduce a tracking technique 

to speed up the localization of the road in a UAV video. 

The second category of relevant research is vehicle detection and tracking. Numerous 

previous works focused on the methodology part of vehicle detection and tracking in aerial 

videos [21-30] (see Figure 2-2 as an example). These studies have made contributions in 
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improving the detection and tracking performance, i.e., increasing detection and tracking rate, 

reducing false-positive rate, and speeding up computing time by making use of cutting-edge 

computer vision techniques or even developing novel algorithms. These works also 

demonstrate tremendous possibility of supporting UAV-based transportation surveillance and 

traffic parameter estimation. For instance, Yu et al. [20] proposed a tensor voting 

computational framework to detect and segment motion patterns in a 4D space. The results 

show that some difficult problems that challenge the existing UAV systems can be addressed, 

but a long sequence is needed to detect motion patterns in their system, and it thus cannot 

meet the real-time requirement. Cao et al. [29] proposed a novel framework for UAV-based 

vehicle tracking using KLT features and a particle filter. Their method achieves very good 

tracking performance, but automatic detection of vehicles is not incorporated. 

The third category focuses on traffic parameter estimation such as extracting speed, 

density, annual average daily traffic (AADT), travel time, and delay from aerial videos [4, 7-

11, 13, 38]. When methods for detection and tracking developed in the aforementioned 

studies are combined with concepts and models in transportation engineering, useful traffic 

information can be extracted from the videos. Hence, automatic traffic monitoring can be 

partially achieved in practice. For example, Angel et al. outlined methods to estimate speeds, 

travel times, densities, and queueing delays from aerial imagery [8]. Their work is one of the 

milestones in estimating multiple key traffic parameters and works reasonably well. 

However, multiple data sources including a global positioning system (GPS) unit and an 

inertial measurement unit (IMU) are used in their system which increases the cost and data 

processing time. McCord et al. proposed a method to estimate AADT from satellite imagery 

and aerial photos using density information as algorithm inputs [7]. Their results showed the 

estimation accuracy is very high. However, their work focused on the modeling part rather 

than the automatic detection part. Shastry et al. [11] successfully incorporated KLT trackers 



www.manaraa.com

9 
 

in their framework to estimate traffic flow parameters, but their KLT trackers were applied to 

image registration which decreases computing speed (see Figure 2-3). Their system is hence 

incapable of achieving real-time performance. Ke et al. [38] used motion -vectors to 

successfully estimate traffic flow speed in aerial videos. Their method is very efficient, but 

cannot extract other parameters besides traffic speed. 

 

Figure 2-1 Road detection in aerial videos [6] 

 

 

Figure 2-2 Vehicle detection and tracking in aerial videos [17] 
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Figure 2-3 Traffic flow parameter extraction from aerial videos [11] 
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2.3 Literature Review on Methodological Logic 

Based on the methodology logic, previous work in aerial video-based vehicle detection or 

tracking can be roughly divided into two categories. The first category focuses on applying 

non-learning image processing methods to aerial videos. The most common two kinds of 

methods are image registration [8, 9, 11, 16, 30] and motion analysis [16, 28-30]. Image 

registration methods stitch image frames using matched feature points pairs from 

backgrounds. Stitched background can be seen as fixed background, thereby traditional 

methods dealing with fixed cameras can be applied. Image registration is more intuitive. 

Nevertheless, most image registration processes are relatively computationally expensive. 

Recently, optical flow-based motion analysis has become more and more popular for its high 

efficiency. Yu & Medioni [16] propose a Tensor Voting computational framework to detect 

and segment motion patterns in a 4D space. The results show that some difficult problems 

that challenge the existing UAV systems can be addressed, but a long sequence is needed to 

detect motion patterns in their system, thus cannot meet the real-time requirement. Cao et al. 

[28] propose a robust vehicle detection and tracking system by multi-motion layer analysis. 

However, in these optical flow-based work, if not a large number of feature points could be 

extracted from the background in the aerial video, the detection would not be properly done. 

The motion-based approach has the kind of issue, but in our detection-based approach, 

vehicle detector has nothing to do with the background. There are also some other image 

processing methods that have been used in vehicle detection from UAV’s such as graph cut 

[40] and edge detection [41]. In general, image processing methods are usually limited to 

certain types of traffic scenes and conditions since they make use of the properties of the 

background and traffic.  

The second category uses machine learning based detection approaches [17, 22, 24-

26]. For example, Cao et al. [17] build a learning-based vehicle detection and tracking 
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framework using bLPS-HOG features, SVM classifier and motion analysis. Their method 

achieves good detection accuracy and near real-time performance, however, computing HOG 

features are usually time consuming. Cheng et al. [22] present an automatic vehicle detection 

system for aerial surveillance using dynamic Bayesian networks, which is partly based on 

learning of vehicles’ colors. The results demonstrate flexibility and good generalization 

abilities of the proposed method. Cascaded Haar classifiers have already been used in vehicle 

detection from UAV’s. Breckon et al. [25], propose a two-stage approach to vehicle 

detection: 1) primary detection using cascaded Haar classifiers and 2) secondary verification 

based on UAV altitude driven vehicle size constraints. However, the secondary verification 

may not be accurate since even for UAV’s from the same height, different cameras may have 

different resolutions thus generate different constraints. In summary, compared to non-

learning image processing technologies, machine learning-based approaches learns the 

patterns of vehicle appearances and thereby not as sensitive to certain scenes or traffic 

conditions. For example, optical flow-based motion analysis that can be applied to 

uncongested traffic may not be applied to congested traffic; methods handling intersections 

and freeways may also vary. However, learning-based methods only concern vehicles 

themselves. 
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Chapter 3 The Motion-based Approach 

3.1 Overview 

The motion-based approach for the proposed traffic flow parameter estimation can be 

segmented into four consecutive steps, which are described in details in the following sub-

sections. In the first step, interest points are identified in a pair of consecutive frames; we 

used interest points where the eigenvalue of the second-moment matrix are large, i.e., Shi-

Tomasi features. The Kanade-Lucas optical flow algorithm is then used to track interest 

points between consecutive frame pairs [12]. 

In the second step, the speed and direction of interest points on both vehicles and the 

background are used as inputs to a clustering algorithm. We found that the background of a 

frame is the cluster with the most points identified; thus the background cluster can be 

identified [28]. 

In the third step, in order to get the count of vehicles in each direction of travel, a 

connected graph method is applied to further determine the membership of interest points in 

each traffic stream cluster. The connectivity of two points is determined by the rule stating 

that interest points from one vehicle should have similar positions and velocities. Vehicle 

counts for each direction of traffic flow are thus the number of connected graphs per 

direction. Then, the speed of a vehicle can be calculated as the average speed of all interest 

points on that vehicle, but such a speed is in pixels per frame rather than a more 

sensible/intuitive speed unit (such as miles per hour, mph).  

Finally, the actual traffic speed, density, and volume are estimated using reference 

markings on the roadway and the relationship among these three parameters. Figure 3-1 

shows the workflow of the proposed motion-based approach. 
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Figure 3-1  The workflow chart of the proposed framework.  
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3.2 Interest Point Tracking 

Optical flow-based interest point tracking is a feature-based tracking process. One of the 

advantages of the optical flow approach is that it makes use of the spatial intensity gradient of 

the image to guide the correspondence search. Thus, it can achieve a faster image processing 

speed and interest point matching accuracy [31]. Selecting “good” features (i.e., those that 

can minimize an error criterion) is critical for tracking features robustly across image frames. 

The Harris corner detector is the most well-known feature detector [32]. However, Shi and 

Tomasi proposed another corner detector and proved it could outperform the Harris corner 

detector. 

To select “good” Shi-Tomasi features, let the matrix 

 

G = ∑ ∑ [
𝐼𝑥
2 𝐼𝑥𝐼𝑦

𝐼𝑥𝐼𝑦 𝐼𝑦
2 ]

𝑝𝑦+𝑤𝑦

𝑝𝑦−𝑤𝑦

𝑝𝑥+𝑤𝑥
𝑝𝑥−𝑤𝑥

                                              (1) 

 

be the second-moment matrix of image I about point u = (𝑝𝑥, 𝑝𝑦) in the window ω of size 

(2𝜔𝑥 + 1) × (2𝜔𝑦 + 1). Then, the interest points in I are located at the points 𝑢𝑖 where G is 

non-singular, and the minimum eigenvalue 𝜆𝑚𝑖𝑛 = min⁡(𝜆1, 𝜆2) of G is above a specific 

threshold, λ𝑡ℎ. To provide non-maximal suppression, any interest point 𝑢𝑖 is not considered if 

there is another interest point 𝑢𝑖
′ in a 3×3 neighborhood about 𝑢𝑖 with a larger 𝜆𝑚𝑖𝑛. Finally, 

any interest points after the first n, sorted in order of decreasing 𝜆𝑚𝑖𝑛, are not considered. 

After interest points in frames 𝐼(𝑥, 𝑦, 𝑡) and 𝐼(𝑥, 𝑦, 𝑡 + 1) have been identified, an 

interest point 𝑢𝑖 can be tracked from time t to t+1 with the Kanade-Lucas algorithm for 

optical flow. In order to track points across distances on the order of several pixels, we used 

an iterative implementation with image pyramids [33]; the method is summarized in the 

following. 
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Let 𝐼𝐿 be the pyramidal image of I at pyramid level L. Then 𝐼𝐿 is related to the 

original image I by the relation 

 

𝑢𝐿 =
𝑢

2𝐿
 ,                                                                  (2) 

 

where u is any point in I. The objective is to find the optimal displacement 𝑠∗ such that the 

error function ϵ(𝑠𝑥, 𝑠𝑦) is minimized, that is, 

 

𝑠∗ = 𝑎𝑟𝑔𝑚𝑖𝑛[ϵ(𝑠𝑥, 𝑠𝑦)] ,                                                    (3) 

 

where the error function 

 

ϵ(𝑠𝑥 , 𝑠𝑦) = ∑ ∑ (𝐼𝐿(𝑝𝑥, 𝑝𝑦) − 𝐽𝐿(𝑝𝑥 + 𝑠𝑥, 𝑝𝑦 + 𝑠𝑦))
2𝑝𝑦+𝑤𝑦

𝑝𝑦−𝑤𝑦

𝑝𝑥+𝑤𝑥
𝑝𝑥−𝑤𝑥

                         (4) 

 

is the windowed sum-of-squared differences between images 𝐼𝐿 and 𝐽𝐿 = 𝐼𝐿(t + 1). 

If 𝑠𝐿+1 =⁡𝑔𝐿+1 + 𝜈𝐾 is an approximation for 𝑠∗ at layer L+1, then the initial guess 

for the displacement for 𝑠𝐿 is 𝑠̅0 = 𝑔𝐿 + 𝜈0, where 

 

𝜈0 = [0⁡0]𝑇 , 

𝑔𝐿 = 2𝑠𝐿+1 = 2(𝑔𝐿+1 + 𝜈𝐾).                                                (5) 

 

 The update rule for 𝜈 is based on the first-order Taylor approximation for the partial 

derivative of ϵ(𝑠𝑥, 𝑠𝑦) (33). For iteration k, 

 

ν𝑘 = 𝜈𝑘−1 + 𝜂𝑘 ,                                                      (6) 
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where 

𝜂𝑘 = 𝐺−1𝑏̅𝑘                                                             (7) 

𝑏̅𝑘 = ∑ ∑ [
𝛿𝑘(𝑝𝑥, 𝑝𝑦)𝐼𝑥

𝐿(𝑝𝑥, 𝑝𝑦)

𝛿𝑘(𝑝𝑥, 𝑝𝑦)𝐼𝑦
𝐿(𝑝𝑥, 𝑝𝑦)

]
𝑝𝑦+𝑤𝑦

𝑝𝑦−𝑤𝑦

𝑝𝑥+𝑤𝑥
𝑝𝑥−𝑤𝑥

 .                       (8) 

 

Here 𝛿𝑘 is the difference between the images 𝐼 and 𝐽 for the displacement 𝑠̅𝑘−1, given by 

 

𝛿𝑘(𝑝𝑥, 𝑝𝑦) = 𝐼𝐿(𝑝𝑥 , 𝑝𝑦) − 𝐽𝐿(𝑝𝑥 + 𝑠̅𝑥
𝑘−1, 𝑝𝑦 + 𝑠̅𝑦

𝑘−1) = 𝐼𝐿(𝑝𝑥, 𝑝𝑦) − 𝐽𝐿(𝑝𝑥 + 𝑔𝑥
𝐿 + 𝜈𝑥

𝑘−1, 𝑝𝑦 + 𝑔𝑦
𝐿 +

𝜈𝑦
𝑘−1) .             (9) 

 

The iteration terminates either when 𝑘 > 𝐾 − 1, or ‖𝜂𝑘‖ is less than a specified 

threshold. The aforementioned iterative process described is executed for each layer 𝐿 ∈

[0, 𝐿𝑚], starting from the image-layer 𝐿𝑚 with the guess 

 

𝑔𝐿𝑚 = [0⁡0]𝑇 

 

Hence, for the layer L = 0 corresponding to the original image 𝐼, an interest point 𝑢 can be 

found at the point 𝑢 + 𝑠0 in 𝐽. Figure 3-2 shows an example of the interest points extraction 

and tracking process. 
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Figure 3-2 Optical flow-based Shi-Tomasi interest points extraction and tracking 

 

3.3 Motion-vector Clustering 

With the motion-vectors got from the first step, the two traffic streams can be identified and 

separated from the background using their motion characteristics. To ensure that interest 

points from traffic streams and the video background can be correctly separated, both the 

background and vehicles in a given traffic stream should satisfy a “similar motion” criterion. 

That is, interest points from the background should have small variation in 𝑙 and 𝜃 between 

interest points (l denotes the moving distance, and 𝜃 denotes the moving direction.). 

Likewise, for traffic clusters the variation in motion for vehicles within a given traffic stream 

should not be too big. Intuitively, if the motion criterion is violated, the clusters 

corresponding to different traffic streams, or between a traffic stream and the background, 
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may become mixed. In practice, the motion criterion could be violated by conditions such as 

heavy congestion. 

The result of the optical flow described in the previous section is a set of vectors V 

with elements 𝑣𝑖 = (𝑙𝑖, ⁡𝜃𝑖), where 𝑙 and 𝜃 are given by 

 

𝑙 = √𝑠𝑥
2 + 𝑠𝑦

2 

𝜃 = arctan⁡(𝑠𝑦 , 𝑠𝑥)                                                             (10) 

𝑠0 = (𝑠𝑥, 𝑠𝑦). 

 

Each element in V corresponds to an interest point 𝑢𝑖 tracked from t to t+1, where 𝑠0 is the 

displacement for 𝑢𝑖 calculated from the optical flow. Given V, its elements can be clustered 

with respect to l and θ in a 2D velocity space using a standard k-means algorithm. For k 

traffic streams, the number of clusters should be set to k+1 to account for interest points in 

the background. Specifically, for bi-directional traffic, k should be set to three. 

 Motion-vectors extracted from step one is plotted in the 2D velocity space and ready 

as the input to our clustering algorithm (see Figure 3-3). From Figure 3-3, three clusters can 

be pretty much identified even with human eyes. After applying k-means clustering 

algorithm, we show the three clusters using different colors (See Figure 3-4).  In order to see 

where these points exactly come from (i.e., from traffic streams or background), we use the 

same color as in the post-clustering plot to show the memberships of the motion-vectors in 

the real frame (See Figure 3-5). From the colored points in the frame, it can be seen the 

clustering results match the intuition, which successfully identifies the bi-directional traffic 

streams as well as the background.  
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Figure 3-3 Pre-clustering plot showing the distribution of the motion-vectors 

 

 

Figure 3-4 Post-clustering plot showing the membership of the motion-vectors 
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Figure 3-5 Clustering results shown in the original image frame using the same colors as in the 

post-clustering results 

 

3.4 Connected Graph Based Vehicle Counting 

So far, interest points have been grouped into clusters representing the background and 

different traffic streams. In each traffic stream cluster, interest points could come from 

different vehicles or the same vehicle. Determining the memberships of those interest points 

is crucial for vehicle counting and traffic stream speed estimation. Considering that vehicles 

are rigid objects, interest points on the same vehicle should share the same motion. Moreover, 

for an aerial video, interest points from one vehicle should be in close proximity in the 2D 

image space. Hence, to determine cluster memberships, a connected graph-based method is 

proposed. Assume an interest point is a vertex P𝑖(x𝑖, 𝑦𝑖 , 𝑙𝑖, θ𝑖) in a 4D space, where 𝑥𝑖 and 𝑦𝑖 

denote the x and y coordinates in the current image frame, 𝑙𝑖 and θ𝑖 denote the displacement 

and direction of P𝑖 from the previous frame to current frame, respectively. The group 

constraints are defined as follows: 

 

|𝑥𝑖 − 𝑥𝑗| < α⁡ 
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|𝑦𝑖 − 𝑦𝑗| < β⁡ 

|𝑙𝑖 − 𝑙𝑗| < γ 

|θ𝑖 − θ𝑗| < δ, 

 

where P𝑖(x𝑖, 𝑦𝑖 , 𝑙𝑖, θ𝑖) and P𝑗(x𝑗, 𝑦𝑗 , 𝑙𝑗 , θ𝑗) are any two interest points in a specific traffic flow 

cluster. α, β, γ, and δ are the thresholds which determine the maximum difference of pixel 

numbers in the x and y directions and displacement. If all four constraints are satisfied, 𝑃𝑖 and 

𝑃𝑗 are determined to be connected. According to this connectivity criterion, interest points 

can be grouped. In the grouping process, for each vertex that has not been assigned to a 

group, this vertex will be compared to existing vertex groups. The vertex will then be added 

to the group which satisfies the aforementioned criterion. If none of the groups satisfies the 

criterion, the vertex will be added to a new group and it will be the first element in this group. 

Ideally, one group represents one vehicle, thereby the motion of that vehicle can be estimated 

as the average motion of those interest points in the group. Likewise, the location of the 

vehicle in the current frame can be estimated as the centroid of the interest points. Figure 3-6 

shows the further clustering results based on connected graph, and vehicle counting for each 

of the two traffic streams can be done. 
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Figure 3-6 Example showing the connected graph based vehicle counting results  

 

3.5 Traffic Flow Parameter Estimation 

Speed, volume, and density are the three most important parameters of traffic flow. Our 

method can estimate these parameters in free-flow and moderately congested traffic 

conditions. For speed estimation, suppose there are k clusters (k=2 for bi-directional traffic) 

corresponding to traffic streams and a single background cluster such that the cluster center 

of the background is 𝑣𝑏𝑔(𝑙𝑏𝑔, 𝜃𝑏𝑔). For traffic stream 𝑖, 𝑖 ∈ [1, 𝑘], 𝑣𝑖,𝑗(𝑙𝑖,𝑗 , 𝜃𝑖,𝑗) and 

𝑝𝑖,𝑗(𝑥𝑖,𝑗 , 𝑦𝑖,𝑗) denotes the velocity and position of vehicle 𝑗 in stream 𝑖, respectively. Suppose 

the average velocity of traffic stream 𝑖 relative to the background is 𝑣𝑖,𝑎𝑣𝑔(𝑙𝑖,𝑎𝑣𝑔, 𝜃𝑖,𝑎𝑣𝑔) 

where 

 

𝑙𝑖,𝑎𝑣𝑔 = √𝑑𝑖,𝑥
2 + 𝑑𝑖,𝑦

2  

𝜃𝑖,𝑎𝑣𝑔 = arctan(𝑑𝑦, 𝑑𝑥).                                                             (11) 

𝑑𝑖,𝑥 =
∑ 𝑙𝑖,𝑗𝑗

∑ 1𝑗
× cos(

∑ 𝜃𝑖,𝑗𝑗

∑ 1𝑗
) − 𝑙𝑏𝑔 × cos(𝜃𝑏𝑔) 

𝑑𝑖,𝑦 =
∑ 𝑙𝑖,𝑗𝑗

∑ 1𝑗
× sin(

∑ 𝜃𝑖,𝑗𝑗

∑ 1𝑗
) − 𝑙𝑏𝑔 × sin⁡(𝜃𝑏𝑔) 
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To covert distance in pixels to speed in miles per hour, we used the video frame rate 

and reference markings from video frames. For a video with frame rate 𝑓, where the pixel 

length and actual length of a reference marking are 𝑙𝑝 and 𝑙𝑎, respectively, the actual speed 𝑠, 

of a vehicle that moves 𝑑𝑝 in one frame pair is determined by 

 

s = (
𝑙𝑎

𝑙𝑝
) ×

𝑑𝑝

𝑓
⁡.                                                            (12) 

 

To estimate density, suppose the vehicle count for traffic stream 𝑖 is 𝑛𝑖 and the length of 

the road segment in the ROI is 𝑙𝑠𝑒𝑔 for traffic in both directions; suppose the number of 

traffic lanes per direction is 𝑚𝑖. Further we suppose the UAV flies at a constant height. Then 

𝑙𝑠𝑒𝑔 can also be determined by the ratio of pixel and actual lengths using reference markings. 

For bi-directional traffic, a UAV flies along a stretch of a roadway thereby 𝑙𝑠𝑒𝑔 stays 

relatively constant. Hence, the density of traffic stream 𝑖 is given by 

 

𝑘𝑖 = 𝑛𝑖/(𝑙𝑠𝑒𝑔 ×𝑚𝑖).                                                        (13) 

 

Then, to determine volume, since our method aims to solve parameter estimation of 

uncongested traffic flow conditions, the volume 𝑣𝑖 for traffic stream 𝑖, is given by 

 

𝑣𝑖 = 𝑠𝑖 × 𝑘𝑖 ×𝑚𝑖,                                                             (14) 

 

where 𝑠𝑖 and 𝑘𝑖 denote estimated speed and density of traffic stream 𝑖.  
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Chapter 4 The Detection-based Approach 

4.1 Overview 

The detection-based approach contains three main stages. In the first stage, the combined 

cascaded classifiers are built. In this work, Haar cascaded classifiers are trained using 

randomly generated Haar-like features and AdaBoost algorithm [42]. To train the multi-layer 

perceptron neural network as the strong classifier, each positive/negative image sample is 

treated as a pixel array storing pixels’ grayscale intensities in sequence, then the optimal 

topology of neural network is found out with a topology search approach. Check Figure 4-1 

for some manually collected training samples. 

In the second stage, with the well-trained single classifiers, the detection framework is 

developed and shown in Figure 4-2. In the framework, first of all, a cascade of week Haar 

classifiers are used to reduce image search space, i.e., candidate windows. Although Haar 

cascades have a high false detection rate, they retain good recall, and they are very fast to 

compute. Then, MLP neural network detectors act as the final classifier on remaining 

candidate windows. MLP is capable of classifying complex objects with high accuracy, but it 

is slow to compute. This proposed detection method mingles both weak and sophisticated 

classifiers and has been proved to be both efficient and accurate.  

Two sets of classifiers for detecting light-color vehicles and dark-color vehicles 

operate separately and their detection results are combined in the end. It is worth mentioning 

that normally a well-trained neural net should already do the classification without having to 

explicitly tell it what the most salient criteria are. However, making a distinction between 

light-color and dark-color vehicles in training makes higher detection rates and less training 

time with the same number of samples. This has improved our detectors’ performance a lot 

given the fact that vehicle samples from a top-view perspective is still rare.  
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In the third stage, we apply the KLT tracker again in order to track the motion of both 

detected vehicles and background. The output of the detection process is some rectangles 

representing the detected vehicles. Thus, we can extract the motion-vectors inside these 

rectangles and average them to be the average motion of vehicles. Similarly, the motion-

vectors outside these detected rectangles can be averaged as the background motion. In this 

way, with two more steps, which are the motion subtraction and motion-vector length 

converting, the average traffic speed can also be obtained. 

 

(a) (b) (c)
 

Figure 4-1 Examples of training samples: (a) positive samples of light-color vehicles; (b) positive 

samples of dark-color vehicles; (c) negative samples 
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Figure 4-2 Workflow chart of the proposed detection processing framework 

 



www.manaraa.com

28 
 

4.2 Training and Detection Framework 

4.2.1 Cascaded Haar Classifiers 

Originally, for the task of face detection, Viola and Jones employed a statistical approach to 

handle the large variety of human faces [43]. In this approach, Haar-like features and 

AdaBoost learning algorithm are the two major components. Instead of handling histogram of 

gradients-based features or pixel-level features, Haar-like features make use of a concept 

named “integral image”, which is an intermediate representation for the original image. In 

integral image, rectangle features can be computed very rapidly. Compared with other 

approaches, which have to operate on multiple image scales, the integral image can achieve 

true scale invariance by eliminating the need to compute a multi-scale image pyramid, and 

significantly reduces the image processing time [44]. Using integral image, any rectangular 

sum in the original image can be computed as 𝑠𝑢𝑚(𝐶) + 𝑠𝑢𝑚(𝐴) − 𝑠𝑢𝑚(𝐵) − 𝑠𝑢𝑚(𝐷) (see 

Figure 4-3 (a)), where 𝑠𝑢𝑚(𝑥) represents the sum of all pixels located on the up-left region 

of 𝑥 in the original image. With this concept, Haar-like features is defined as the difference of 

the sum of pixels of white and black areas inside a rectangle within the original image (Figure 

4-3 (b)). A large number of Haar-like features in different scales and positions within an 

image are generated in the preliminary training process. 

A single Haar-like feature is unable to achieve high classification accuracy, but a 

cascade of specifically selected classifiers can achieve high detection rates. The feature 

selection step, called boosting, is implemented with AdaBoost. The basic idea of the 

AdaBoost learning algorithm is boosting the classification performance of single weak 

classifiers by linearly combining them together, assigning different weight to each weak 

classifier inversely proportional to its training error rate. In each round of learning, one of the 

Haar-like features is selected from all the potential features and the weight of each sample is 
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updated based on the classification results. Basically, if a sample is not correctly classified, 

its weight for error computation in next round would increase. For each Haar-like feature 𝑓𝑗, a 

correspondent classifier ℎ𝑗(𝑥) is defined by: 

 

ℎ𝑗(𝑥) = {
1,⁡⁡⁡𝑖𝑓⁡⁡𝑝𝑗𝑓𝑗(𝑥) < 𝑝𝑗𝜃𝑗
0,⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒⁡⁡

                                                  (14) 

 

where 𝑥 denotes a tested sub-window, 𝑝𝑗 denotes polarity indicating the direction of the 

inequality sign and 𝜃𝑗  denotes a threshold. The final weak classifiers are selected with least 

errors, i.e., they best separate the positive and negative samples. If 𝑁 weak classifiers are 

selected at last, the final classifier 𝐻(𝑥) yields: 

 

𝐻(𝑥) = ∑ 𝛼𝑖ℎ𝑖(𝑥)
𝑁
𝑖=1                                                              (15) 

 

where 𝛼𝑖 denotes the normalized weight of the 𝑖 th weak classifier ℎ𝑖(𝑥). 

Stage is a concept in cascaded classifier, which is constructed by training classifiers 

using AdaBoost. A sub-window that passes the classification tests of all stages is then able to 

be further processed, i.e., if any stage does not classify the sub-window as an object of 

interest, this sub-window would be immediately rejected (Figure 4-4). Hence, an excellent 

stage classifier should reduce false positives and not generate any false negatives at the same 

time. Otherwise, for instance, a first stage classifier only have a 80% detection rate, then not 

matter how well the following stages perform, this detector would not achieve a detection 

rate over 80%. Therefore, in the training process, the minimum hit rate is normally set close 

to 1.  
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                                         (a)                                                                                    (b) 

Figure 4-3 Basic concepts of Haar-like features: (a) the concept of “integral image”; (b) 

examples of Haar-like features 
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Figure 4-4 Schematic depiction of the detection cascade 

 

4.2.2 Non-max Suppression 

In the context of object detection, non-max suppression (NMS) is normally a necessary step, 

which has a large positive impact on performance measures [45]. As for every correct 

detection window, methods based on sliding windows over the whole image often produce 
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multiple windows near the correct location in the image. The result is a denser output than it 

should be, which is generally not satisfying for understanding the content of an image [45]. 

NMS is thus for handling the overlap of those detection windows in a defined radius. 

Usually, each detection window is assigned with a score, where higher score means the 

detection is more likely to be the correct object. Within the defined radius, only the detected 

object with the highest score will be retained. 

In this paper, NMS is the second stage in the proposed framework. Generally, NMS 

could be implemented at two places: right after CC’s or after MLP’s. The main difference of 

these two options is the processing speed. If it is implemented after MLP’s, much more 

windows remain to be processed by MLP’s, and this will largely reduce the effectiveness of 

the idea of using combined classifiers. Hence, NMS is applied as the second stage right after 

CC’s instead of the final stage in our framework. 

4.2.3 Multi-layer Perceptron Classifiers 

The outputs of the cascaded classifiers after processed by non-max suppression should have 

high detection rate but still some false positives. All of the remaining sub-windows are 

further processed by MLP’s detectors. With the much smaller search-space, MLP’s can 

achieve pretty fast detection speed and good detection rate to finish the detection process. 

MLP is the most commonly used type of artificial neural networks. They are universal since 

they can almost approximate any continuous non-linear function well. MLP consists of at 

least three layers, i.e., an input layer, one or more hidden layers and an output layer. Each 

layer contains one or more neurons linked with the neurons from the neighboring layers. 

Each neuron in MLP has input links and output links. For each neuron, the values got from 

the input links are summed up with certain weights, then the sum is transformed using a 
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certain activation function. In our method, the activation function for all neurons is the 

symmetrical sigmoid function f(x), which is given by: 

 

𝑓(𝑥) = 𝛽 ×
1−𝑒−𝛼𝑥

1+𝑒−𝛼𝑥
                                                          (16) 

 

This is the activation function used in our method; it is also the most common 

activation function used in MLP, called standard sigmoid, with α = β = 1. 

Therefore, to train the MLP, we need to know the number of hidden layers, the number of 

neurons in each layer and all the weights. The first two properties can be determined by a 

topology search procedure, which returns the topology with the least test classification error. 

The MLP’s are then trained with a batched backpropagation procedure. Backpropagation, an 

abbreviation for “backward propagation of errors”, aims at minimizing the loss function by 

updating the weights in MLP. 

4.3 Estimation of Traffic Flow Parameters Using KLT Tracker 

Similar to the previous motion-based approach, traffic speed and vehicle count are the two 

main parameters we extract. Then density and volume can be estimated from these two 

parameters. With the built vehicle detector, vehicle count can be easily obtained, which is the 

number of detected rectangles. However, traffic speed cannot be obtained straightforward. It 

requires multiple vehicle tracking and background motion estimation, which are both 

challenging tasks. In this detection-based approach, KLT tracker is still the key solution to 

motion estimation. The difference from the motion-based approach is that the KLT tracker 

does not apply to the whole image directly, instead, it applies to the region inside the detected 

windows as well as the region outside those detected windows separately. In this way, the 

motion-vectors inside the detected windows thereby represent the traffic motion, and those 
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outside the windows represent the video background motion. By adopting vector subtraction, 

the traffic speed in pixel/frame can be computed. Similar to the motion-based approach, 

reference markings such as school bus or lane marking with known length is used to convert 

the speed to mph. Figure 4-5 is a sample frame showing the detection results, as well as the 

motion-vectors inside (red) and outside (green) the detected windows. Finally, with the 

estimated traffic speed, vehicle count and reference markings, traffic flow parameters can be 

obtained. 

 

 

Figure 4-5 A sample frame showing the detection result, as well as the motion-vectors estimated 

by KLT tracker inside and outside the detection windows 
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Chapter 5 Preliminary System Settings 

5.1 Settings for Motion-based Approach 

The method was implemented with C++ and OpenCV 2.4.11 [34]. The test dataset, which 

will be discussed in detail later, consisted of a 280-frame video at a 960 × 540 resolution, 

taken at 24 frames-per-second by a UAV traveling above a freeway segment. The ROI was 

selected to include six lanes of traffic moving in two directions (i.e., three lanes per 

direction), denoted Direction A (with traffic moving towards the left) and Direction B (with 

traffic moving towards the right), resulting in a window of 500 × 220 pixels (see Figure 5-1). 

As aforementioned, reference markings were used to compute the ratio of pixel to actual (i.e., 

real-world) length. Different reference markings can be used, such as the length of a school 

bus [11]. Here, lane markings were used with a measured pixel length and actual length of 36 

pixels and 6 meters, respectively.  

As for parameters in the method, five need to be carefully adjusted, the first of which 

is the number of tracked interest points. The interest points are ranked by their matching 

errors. If N points are tracked, the first N points with the smallest errors would be tracked. 

Thus, if N is set too small, some vehicles would not be detected because there would be no 

interest points on them. On the other hand, if N is set too large, the motions of some interest 

points would be incorrectly estimated leading to some false-positives (non-vehicles detected 

as vehicles) in vehicle detection. We also observed that N influences the processing speed 

substantially. The other four parameters are the four thresholds in the connected graph based 

vehicle detection and counting step, i.e., α,β,γ,δ. If either α or β is too small, interest points 

from the same vehicle may be classified into more than one group. Thus, one vehicle can be 

erroneously detected as two or more vehicles. In contrast, if α or β is too large, two vehicles 

that are close to each other can be incorrectly classified as one vehicle. Likewise, if γ and δ 
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are too small, due to the estimation errors in tracking interest points, interest points coming 

from the same vehicle can sometimes have small differences in speed or direction values. 

These differences can also result in erroneously counting one vehicle as two or more. If γ or δ 

is too large, in some cases the 4D space for the connected graph based grouping is reduced to 

2D or 3D, resulting in less effective classification. 

 

 

Figure 5-1 The original frame with the ROI 

 

Since the influence of α and β is the most intuitive, an example showing the influence 

of these parameters is presented in Figure 5-2. Four combinations of α and β were tested, 

showing the influence of thresholds on vehicle counting. Comparing the upper-left snapshot 

with the lower-left one, in the 80th frame, larger thresholds resulted in detecting the two white 

vehicles in Direction B as one vehicle. However, in the 280th frame, where there is a bus, the 

larger thresholds correctly classified the interest points on the bus as one connected group. 

The smaller threshold combination, however, failed to count it as one vehicle, and instead 

three buses were detected. Obviously, the errors in classification affect traffic parameter 
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estimation. Hence, setting proper parameter values is important to both accuracy and 

computing speed. Different parameter combinations were tested in this case, and the 

experiment presented here is with 𝑁 = 100, α = 40, β = 14, γ = 0.5, and δ = 10 

considering the tradeoff between accuracy and computing speed. 

α = 30, β = 10 ( Frame #80 ) α = 30, β = 10 ( Frame #280 )

α = 80, β = 20 ( Frame #80 ) α = 80, β = 20 ( Frame #280 )
 

Figure 5-2 Examples showing the influence of parameter settings 

 

5.2 Vehicle Detector Training for Detection-based Approach 

Since the performance of the detection-based approach largely relies on the vehicle detector, 

besides the number of tracked interest points inside and outside those detected rectangles, the 

vehicle detector training is a very important preliminary process in this approach.  

In the case study, several aerial video clips are specifically used for training data 

collection, which were taken from UAVs flying over different roadway segments. We have 

collected over 14000 training samples for testing our approach. As we are getting more UAV 

video data, we are keep training vehicle detectors with more samples. The latest trained top-

view vehicle detector acts as an example in the study to show the effectiveness of the main 

idea of the proposed detection-based method. Both the positive and negative samples were 
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manually cropped from the training videos in the original size of 60 × 40 (width × height) 

(See Figure 4-1). Generally, vehicles in light colors (white, gray, light blue, etc.) are labeled 

as light-color vehicles; vehicles in dark colors (black, dark blue, red, etc.) are labeled as dark-

color vehicles. There could be slight difference when different people do the labeling; 

however, even if a car is detected by both light-color vehicle detector and dark-color vehicle 

detector, the non-max suppression process will keep only one detection window, thus to 

ensure the vehicle count estimation accuracy. In the cascaded Haar classifiers training, the 

sizes of the samples are kept 60 × 40. However, in MLP training, the samples are scaled to 

the size of 20 × 13. The reason for downsampling is that it reduces the dimensionality of the 

input feature vector from 2400 to 260, thus largely speeding up both the training and 

detection processes. All the algorithms were implemented with C++ and OpenCV 2.4.11 as 

well. 

For the CC’s, we train each stage of the cascade with 400 and 800 randomly selected 

positive and negative samples, respectively. 7 stages of CC for light vehicles and 6 stages of 

CC for dark vehicles are finally got. Not too many stages are trained here for CC’s because 

our purpose of using CC’s is to prune the search-space rather than get the final detection 

results, so that too many stages may filter out true detections.  

For the MLP neural network, we select an optimal topology by performing a brute-

force search of all networks with number of hidden layers h ∈ [1, 6] and nodes per layer n ∈

{32, 64, 128, 256, 512, 1024}, then 55986 topologies in total are tested and compared with 

one another. The MLP’s are trained with the batched back-propagation procedure, with 

batches of 3000 and 1000 randomly selected negative and positive samples, respectively. The 

performance of a given network topology is rated by its error on a separate validation set that 

includes 3000 and 1000 randomly selected negative and positive samples.  
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Table 5-1 summarizes the results for the best CC’s and MLP’s that we were able to 

train with the current collection of samples. In the table, FP is an abbreviation for “False 

Positive”, and MSE is short for “Mean Squared Error”. 

 

Table 5-1 Training results for the CC’s and MLP’s. 

CC   MLP   

 Dark 

vehicle 

Light 

vehicle 

 Dark 

vehicle 

Light 

vehicle 

# of stages 7 6 Input nodes 256 256 

Min hit-rate 0.999 0.999 Hidden layers 1 1 

Max FP rate/stage 0.5 0.5 Hidden nodes 512 64 

   Output nodes 1 1 

   MSE (validation) 10.32% 1.30% 
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Chapter 6 Experimental Results of the Motion-based Approach 

6.1 Traffic Flow Parameter Estimation Results 

For each pair of the consecutive frames in the aerial videos, the traffic parameters were 

calculated for the two travel directions. The results are shown in Figure 6-1. In both 

directions, the average speed of the traffic streams was relatively stable over time while the 

density and volume varied more obviously. The results are considered reasonable because in 

the free-flow and moderately congested traffic condition (which is the case in our example), 

vehicles travel at a relatively constant speed determined by the traffic state. However, the 

estimated density was very sensitive to the distribution of vehicles in different frames (i.e., 

there could be multiple vehicles within some frames but fewer vehicles in other frames). As 

volume is calculated by speed and density, the variation of volume over different frames was 

expected. 

In practice, reporting frame-by-frame traffic information is unnecessary and tedious. 

Instead, aggregated traffic flow parameters similar to those reported from inductive loop 

detectors are more useful to people, such as traffic engineers, than instantaneous results. In 

our study, we further calculated aggregated traffic flow parameters from the frame-based 

information. The aggregated speed, density, and volume for Direction A were 54.6 mph, 25.4 

pc/mi/lane, and 4177.6 pc/h; for Direction B, they were 42.5 mph, 41.4 pc/mi/lane, and 

5222.9 pc/h (See Table 6-1). We see that the traffic stream in Direction A had a higher speed 

and lower density, a result which is quite intuitive (see Figure 6-1). 
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Speed of Direction A Speed of Direction B

Density of Direction A Density of Direction B

Volume of Direction A Volume of Direction B

 

Figure 6-1 Estimated instantaneous bi-directional traffic parameters for the freeway segment in 

the test aerial video 

 

Table 6-1 Aggregated flow parameters for the bi-directional traffic streams 

 Number of 

lanes 

Speed 

(mph) 

Density 

(pc/mi/lane) 

Volume 

(pc/h) 

Direction A 3 54.6 25.4 4177.6 

Direction B 3 42.5 41.4 5222.9 
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Frame #5 Frame #28

Frame #91

Frame #62

Frame #112 Frame #150

Frame #201Frame #178 Frame #271

 

Figure 6-2 Selected frames showing the bi-directional vehicle counting results 

 

6.2 Speed and Count Estimation Accuracy 

To validate the traffic parameter estimation accuracy of our proposed methods in case study, 

ground truth data on the average speed per pixel by frame and vehicle count for traffic flow 

in each travel direction were measured from the UAV videos. An on-screen pixel 

measurement tool was used to manually collect ground truth speed data. The speed of 

individual vehicles was measured over intervals of five consecutive frame pairs. There were 

two factors we considered for choosing our measurement interval: 1) generally, the smaller 

the interval is, the larger the measurement error would be; and 2) if the interval is too large, 

resolution of the speed data would deteriorate. Normally, in five frames an individual vehicle 

moved over 20 pixels in the test video, and the actual time interval of five frames was less 

than 0.2 seconds; in such a period, the speed of a vehicle can be viewed as constant. For the 

aforementioned reasons, the decision to use five frame pairs as the measurement interval was 

made.  
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The measured ground truth speed, estimated speed by our method, and the error rate 

for each travel direction are presented in Figure 6-3. Let ε denotes error rate, and 𝑦𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 

and 𝑦𝑡𝑟𝑢𝑡ℎ denote estimated value and ground truth, respectively. Then,  

 

ε =
|𝑦𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 − 𝑦𝑡𝑟𝑢𝑡ℎ| × 100%

𝑦𝑡𝑟𝑢𝑡ℎ⁄                                   (17) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 100% −
|𝑦𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 − 𝑦𝑡𝑟𝑢𝑡ℎ| × 100%

𝑦𝑡𝑟𝑢𝑡ℎ⁄ .                   (18) 

 

Clearly, the trend of ground truth speeds and estimated speeds are both rather similar for 

Direction A and B. That being said, our method achieved promising and accurate results in 

speed estimation. The average error rates for Direction A and B were 2.366% and 2.634%, 

respectively (see Table 6-2); the maximum of error rates was less than 10%. We also found 

that the variances of the estimated speeds were both slightly larger than the ground truth data. 

This is because there were some false-positives in vehicle detection for each travel direction. 

Such detections were clustered as vehicles and their motions were added to the real motion. 

Since their motions were random and the traffic flow motion was relatively constant, they led 

to increased variance in parameter estimates. Such an issue could happen when an interest 

point from the background is mistakenly matched with another nearby interest point which 

shares high similarity in terms of intensity and gradient changes in the KLT tracking process. 

Compared to speed, error rates associated with vehicle count estimation had higher 

averages and larger standard deviations. The average error rates were 17.393% and 17.055% 

for Directions A and B, respectively (see Table 6-2). From Figure 6-4 it can be seen that in 

most frames, the estimated vehicle counts were larger than the ground truth. This was due to 

the parameter settings of the number of tracked interest points. On one hand, the tracked 

interest points were ranked by their matching errors. Thus, increasing the associated 

parameter a small amount resulted in tracking all vehicles, but also increased the probability 
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of the occurrence of false-positives. During the experiments, we observed that if this 

parameter was set too small, the vehicle count would decrease and some vehicles were not 

detected. Ultimately, we set the thresholds of the parameter values associated with the 

connected graph process each to be relatively small. As we discussed before, use of smaller 

thresholds generates more vehicles in the estimation process. 

It is important to note that the maximum error rates for vehicle count estimation 

reached 100% for Direction A and 75% for Direction B. These error rates may be quite 

surprising and discouraging at first glance. As such, our research team examined the data for 

the frames with high error rates. We found that large errors occurred most often when the 

image frames included very few vehicles. For example, when a 100% error rate appeared, 

there was only one vehicle within the detection zone, but our algorithm recognized it as two 

objects resulting in the extremely high calculated error rate. When there are some more 

vehicles within the detection zone, the error rate for vehicle count tends to be much lower. 

That said, even if we include these abnormal frames in the calculations of the average count 

estimates, we still got relatively accurate detection results, demonstrating the robustness and 

reliability of our method. 
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Speed of Direction A 
(Ground truth)

Speed of Direction B 
(Ground truth)

Speed of Direction A 
(Estimated)

Speed of Direction B 
(Estimated)

Speed Error Rate of 
Direction A 

Speed Error Rate of 
Direction B 

 

Figure 6-3 Plots showing the speed estimation accuracy 
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Count of Vehicles in Direction 
A (Ground truth)

Count of Vehicles in Direction 
B (Ground truth)

Count of Vehicles in Direction 
A (Estimated)

Count of Vehicles in Direction 
B (Estimated)

Count Error Rate of Direction A Count Error Rate of Direction B

 

Figure 6-4 Plots showing the vehicle count estimation accuracy 

 

Table 6-2 Statistics of estimation accuracy analysis on the 280-frame test video 

  Speed (pixels/frame)  Vehicle Count 

  Avg. Std. Max. Min.  Avg. Std. Max. Min. 

Direction 

A 

Ground 

Truth 

6.081 0.279 6.6 5.6  3.404 0.69 5 2 

 Estimation 6.104 0.323 6.8 5.6  3.946 1.307 8 2 

 Error Rate 

(%) 

2.366 1.941 8.3 0  17.393 21.955 100 0 

           

Direction 

B 

Ground 

Truth 

4.832 0.155 5.2 4.3  6.025 2.328 10 2 

 Estimation 4.752 0.199 5.2 4.2  6.371 2.224 11 2 

 Error Rate 

(%) 

2.634 2.001 9.2 0.1  17.055 16.853 75 0 
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6.3 Analysis of System Performance in Different Scenarios 

To further validate the performance of our proposed method, four more aerial videos taken in 

different scenarios were examined. The total monitoring time length was about forty minutes 

and very good detection results were observed. In order to carefully evaluate the 

performance, 1690 frames were manually examined frame-by-frame to obtain the ground 

truth values of speed and traffic count/volume. The traffic condition, time of day and the 

movement of the UAV were also different in each video; however, the performance of our 

system was fairly stable, staying at a high-accuracy level. The summary of the estimation 

results and performance are presented in Table 6-3. In the second test video, for the two 

traffic streams, speed estimation accuracy reached 97.300 % and 94.220 %; count estimation 

accuracy reached 86.612 % and 82.731 %. In the third test video, speed estimation accuracy 

was 94.995 % and 93.368 %; count estimation accuracy was 81.449 % and 93.335 %.  

Other challenging scenarios, different from those previously tested, were tested in 

videos #4 and #5. One was an aerial video taken at night, in which the UAV experienced drift 

during its regular movement along the freeway. Normally, vehicle detection is much more 

difficult at night than during the day. However, we noticed that the count estimation in our 

test video #4, i.e., the video taken at night, obtained the highest accuracy among all test 

videos, almost reaching 90% (see Table 6-3). Figure 6-5 shows the vehicle detection results a 

selection of randomly selected frames. It can be seen there are very few false negatives and 

false positives. We notice that as far as long as vehicles are driving with their lights on at 

night, they will be detected with high probability and thus few false negatives will be 

generated. This observation is due to the fact that interest points most often come from 

locations in a frame where there is light when the frame was filmed at night time. Also, the 

number of false positives generated from this observation of this video was also quite fewer; 

this can be explained using Figure 6-6. False positives occur when non-vehicles are detected 
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as vehicles. In other words, they usually result when points in the image background are 

mistakenly recognized as vehicles. In our framework, false positives are primarily caused by 

inaccurate motion estimation of interest points from the background. In 6-6, it can be seen 

that during the day there were many more interest points in the frame background than at 

night, hence increasing the possibility of inaccurate motion estimation. Therefore, it is 

reasonable that our system performed even better at night than for some cases in which the 

video was taken during the day. 

In order to compare the performance of our system on moving-background videos and 

fixed-background videos, another test video was taken when the UAV was hovering over a 

freeway segment, with no vibration or drifting, i.e., the video background was not moving at 

all. Figure 6-7 and Table 6-3 present the detection and estimation results of video #5. The 

results prove that the proposed system works well on both moving-background aerial video 

and fixed-background aerial video, thus further demonstrating the system’s ability to adapt to 

different monitoring conditions. 

By considering the results of the analyses collectively, we can conclude that the 

performance of our method is not sensitive to the dimensions of the ROI, UAV movements, 

or light conditions. The slight differences in detection accuracy that were observed could be 

caused by the differences in heavy vehicle ratios between videos or system parameter 

settings. 
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Frame #544Frame #373

Frame #313Frame #204

Frame #154Frame #5

 

Figure 6-5 Selected frames showing the vehicle counting results on test aerial video #4, which 

was takin by a UAV flying along a freeway at night 

 

 

Figure 6-6 Two snapshots showing the interest points extracted in daytime and nighttime 
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Frame #300Frame #240

Frame #195Frame #127

Frame #55Frame #20

 

Figure 6-7 Selected frames showing the vehicle detection results on test video #5 
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Table 6-3 Estimated traffic flow parameters and performance evaluation of the motion-based 

approach on five test aerial videos 

  Test 

Video #1 

Test 

Video #2 

Test 

Video #3 

Test 

Video #4 

Test 

Video #5 

Total Frames  280 180 380 550 300 

Dimension of 

ROI 

 500 × 220 

 

500 × 175 

 

500 × 170 

 

800 × 300 

 

500 × 160 

 

UAV 

Movement 

 Move left 

with 

constant 

speed and 

vibration 

 

Move 

right with 

constant 

speed and 

vibration 

 

Move 

with 

changing 

speed and 

vibration 

 

Move 

with 

drifting 

 

 

Hover 

over the 

freeway 

segment 

 

Video 

Background 

 Moving 

 

Moving 

 

Moving 

 

Moving 

 

Fixed 

 

Time  Daytime 

 

Daytime 

 

Daytime 

 

Nighttime 

 

Daytime 

 

Estimated 

Speed (mph) 

Dir. A 54.6 46.4 48 56.7 40.8 

 Dir. B 

 

42.5 42.4 46.2 45.8 39.4 

Estimated 

Density 

(pc/mi/lane) 

Dir. A 25.4 31.1 25.8 30.1 35.5 

 Dir. B 

 

41.1 17 29.7 41.6 50.1 

Estimated 

Volume 

(pc/h) 

Dir. A 4177.6 4329.1 3715.2 6833.3 4344.1 

 Dir. B 

 

5222.9 2156.3 4114.4 7614.4 5914.8 

Speed 

Estimation 

Accuracy (%) 

Dir. A 97.634 97.300 94.995 95.475 96.525 

 Dir. B 

 

97.366 94.220 93.368 95.801 97.014 

Count 

Estimation 

Accuracy (%) 

Dir. A 82.607 86.612 81.449 90.234 85.470 

 Dir. B 

 

82.945 82.731 93.335 88.328 92.836 

Processing 

Speed (fps) 

Bi-direction 27.294 26.360 27.164 32.168 28.529 
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6.4 How Image Noises Affect System Performance 

The overall quality of our test videos are pretty good, however, image noises can always have 

significant influences on video processing performances. Figure 6-8 shows the sample video 

frames with different levels of image noises added as well as the sample original video frame. 

Specifically, equidistributed noises with different intensities were added to the original 

frames. Here, the intensity of the noise added is measured by the YCbCr image space, which 

can be derived from RGB color space with the following equations: 

 

Y = 16 + (65.481 × R + 128.553 × G + 24.966 × B)                  (19) 

Cb = 128 + (−37.797 × R − 74.203 × G + 112.0 × B)                 (20) 

Cr = 128 + (112.0 × R − 93.786 × G − 18.214 × B).                   (21) 

 

Noise Added (Y = 20, Cr = 20, Cb = 20)Noise Added (Y = 15, Cr = 15, Cb = 15)

Noise Added (Y = 10, Cr = 10, Cb = 10)Original Video Frame

 

Figure 6-8 Different levels of image noises added to test video #1 

 

After the image noises added, in order to quantitatively measure the signal-to-noise 

ratio, which can better show the quality of the video frames, a common method for image 
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signal-to-noise ratio estimation was implemented. In this signal-to-noise ratio estimation 

method, first of all, image should be converted to grayscale image. Then, small square 

windows are used to get the maximum local variance and minimum local variance of the 

pixel intensity values within the sliding window. If S denotes the largest local variance, which 

is regarded as the signal intensity, and N denotes the minimum local variance, which is 

regarded as the noise intensity, then the signal-to-noise ratio (SNR) can be estimated using 

the following equation: 

 

SNR = 10log10 (
𝑆

𝑁
).                                                        (22) 

 

The SNR was calculated in randomly selected frames and then averaged. Results are shown 

in Table 6-4. 

Table 6-4  Noise level and corresponding estimation accuracy 

 Original Video_N1 Video_N2 Video_N3 

(Y,Cr,Cb) NA (10,10,10) (15,15,15) (20,20,20) 

SNR Very large 25 dB 19 dB 12 dB 

Speed Accuracy in Dir. A (%) 97.634 96.937 97.488 96.829 

Speed Accuracy in Dir. B (%) 97.366 96.7827 95.627 93.191 

Count Accuracy in Dir. A (%) 82.607 80.952 80.018 73.381 

Count Accuracy in Dir. B (%) 82.945 83.508 79.575 76.811 
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Figure 6-9 Comparison of bi-directional estimated speed with different level of noises 

 

 

Figure 6-10 Comparison of bi-directional estimated vehicle counts with different level of noises 

 

From Table 6-4 it can be seen, the estimation accuracy does not vary too much in the 

first three videos, i.e., the original video, Video_N1, and Video_N2. In Video_N3, which has 
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the highest noise level. We can see a sudden drop in count estimation accuracy as well as the 

speed estimation accuracy for Direction B. The fact is within our expectation that with higher 

level of noise added, the estimation accuracy decreases. However, the results already 

demonstrate the robustness of the proposed method. With moderate noises added, the 

estimation results pretty much stay at the same accuracy level as that of the original video. 

Moreover, Figure 6-9 and Figure 6-10 show the results of estimated bi-directional speeds and 

counts. From these two figures, we can see that the trends of all the corresponding curves are 

very similar, but as the noise increases, more outliers appear, resulting in the decrease in 

estimation accuracy.  

Theoretically, the noises/disturbances would influence the results of the motion-based 

approach only if those noisy pixels were detected as Shi-Tomasi interest points and then 

tracked in next frame, which means the noisy pixels should have two properties: 1) they 

should be similar to corner points in terms of their gradients, and 2) they should keep 

appearing in the next frame with similar intensities and positions. However, in practice, these 

two properties are not easy to be satisfied at the same time, particularly in high-quality videos 

(i.e., videos with no noise or moderate noises). 

 

6.5 Discussion on Real-time Processing Speed 

As real-time traffic information is so important for traffic control or route guidance, the 

processing speed of our method is evaluated in this section. The experiments were conducted 

on a computer with an Intel i5-2310 CPU @ 2.9GHz processor and 6G of memory. Under 

current parameter settings, our system operates in real-time; the average processing speeds 

for the five videos were 27.294 fps, 26.360 fps, 27.164 fps, 32.168 fps, and 28.529 fps, 



www.manaraa.com

55 
 

respectively (see Table 6-3). Considering our videos have a frame rate of 24 frames-per-

second, real-time traffic parameter extraction is achieved.  

The high processing speed of our motion-based approach results from key differences 

between our processing logic and framework when compared to previous ones discussed in 

the literature review. Most existing work has focused on trying to turn the problem into an 

image processing problem with a fixed background. Then, image registration is used to match 

features in two frames, but the overall process is quite time consuming and complicated. Each 

of the three algorithms that played an integral role in our methodology, i.e., optical flow, k-

means clustering, and connected graph, have low computational complexities. We also 

observed that the processing speed of our method was mainly influenced by the number of 

interest points (i.e., the parameter N) and the accuracy level of the interest point extraction. 

The parameter N determines the elements in the array storing interest points and affects the 

processing speeds of each of the optical flow, k-means clustering and connected graph 

algorithms. Ultimately, one should attempt to make a balance between the processing speed 

and estimating accuracy. Our test results show that when N is set to 50, the average 

processing speed can reach up to 40 fps. When N is set to 200, the average processing speed 

decreased to approximately 15 fps on our machine. Clearly processing speed can be improved 

by using higher-performance computers, thus better enabling real-time traffic parameter 

extraction from aerial videos. 
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Chapter 7 Experimental Results of the Detection-based Approach 

7.1 Detector Performance Evaluation 

The parameters of the built vehicle detector include scale factor, the number of neighbors 

each candidate rectangle should have to retain, minimum possible vehicle size, maximum 

possible vehicle size, etc. In total 1200 different combinations of parameters were tested on a 

240-frame aerial video with 800 × 400 pixels and 24 fps (frame-per-second) frame rate.  

Precision, recall, F-measure, and area-under-curve (AUC) of the precision-recall curve, are 

commonly used in evaluating detectors and classifiers. Precision, recall, and F-measure are 

defined as in the following equations, 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                           (23) 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                           (24) 

F-measure =
2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                                              (25) 

 

where TP is short for “true positive”, FP is for “false positive”, and FN is for “false 

negative”; F-measure denotes the average of the precision and recall; AUC is calculated 

using integration. Precision, recall, F-measure and AUC all reach their best value at 1 and 

worst at 0. 

As supporting real-time performance is one of the most major objectives of our 

system, we did not test the performance of a standalone MLP neural network detector since it 

is far from a real-time detector. However, standalone CC detector and CC+MLP detector are 

compared in our experiment in order to show the improvement in reducing false-positives 

with the combination.  
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Figure 7-1 and 7-2 show the detected windows of CC detector and CC+MLP detector, 

respectively. From these two figures we can see the effectiveness of the combination of CC 

and MLP very clearly. As aforementioned, CC keeps almost all true-positives (vehicles) in 

those frames, at the same time it largely reduces the search-space for MLP from sliding the 

whole frame to only checking those remaining candidate rectangles. In Figure 7-2, it can be 

seen our MLP detector eliminates almost all remaining false-positives while keeping true-

positives as the final strong classifier.  

 

Frame 26 Frame 49

Frame 193Frame 135 Frame 219

Frame 1

Frame 65 Frame 96 Frame 114

 

Figure 7-1 Detection of pre-MLP candidates 
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Frame 26 Frame 49

Frame 193Frame 135 Frame 219

Frame 1

Frame 65 Frame 96 Frame 114

 

Figure 7-2 Detection of post-MLP results 

 

As aforementioned, 1200 different combinations of parameters were tested. Figure 7-

3 shows the precision-recall curve of both CC and CC+MLP detectors with these 1200 

parameter combinations. Each point on the curve corresponds to a precision value and recall 

value of a specific combination. Intuitively, the curve of CC+MLP detector is above and on 

the right of CC, which means in general the CC+MLP detector has both higher precision 

values and recall values than standalone CC. This also verifies the detection results we 

observed from Figure 7-1 and 7-2.  

Detailed statistical results are presented in Table 7-1. It can be seen the average 

precision, recall and F-measure of our final detector are all around or above 0.7. With 

parameters properly set, the precision and recall can reach 0.992 and 0.960, and F-measure 

can also reach 0.821. The AUC of CC+MLP’s precision-recall curve is 0.871. All the 

statistics show that our combined vehicle detector performs very well. We believe that with 

more training samples collected and incorporated in the training process in the future, our 
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detector will become more and more robust and accurate in UAV-based vehicle detection. 

The performance statistics of standalone CC are also generated and displayed in Table 7-1. 

Interestingly, even if the precision and F-measure of standalone CC are much smaller than 

those of the combined detector, the recall is a little bit larger. This is reasonable and exactly 

what we expected: as the first-stage weak classifier, Haar cascaded classifier detects most 

true-positives though still detects some false-positives. The MLP acts as the final stage in the 

combined detector, so the candidate input windows to it are all from the output of first-stage 

CC’s. Thus, the recall of CC+MLP must be smaller than that of CC. However, a good final 

detector should turn out to keep the recall still very close to that of the standalone CC, which 

would mean that it keeps most of the correctly detected vehicles. From the Table, we see 

actually our final detector satisfies this requirement, i.e., it does keep the recall very close to 

that of CC. 

 

 

Figure 7-3 Plots showing the detection results of CC detector and CC+MLP detector with 1200 

different combinations of parameters 
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Table 7-1 Performance Evaluation Results of CC+MLP and Standalone CC 

Classifier CC+MLP    CC   

 Precision Recall F-measure  Precision Recall F-measure 

Avg. 0.723 0.758 0.692  0.241 0.794 0.342 

Std. 0.255 0.106 0.148  0.126 0.109 0.136 

Max. 0.992 0.960 0.821  0.489 0.981 0.553 

Min. 0.095 0.493 0.173  0.032 0.500 0.062 

AUC 0.871  0.393 

 

7.2 Traffic Flow Parameter Estimation Analysis 

As described in Section 4.3, traffic flow parameter estimation using our detection-based 

approach also makes use of KLT tracker to estimate vehicles’ motion but in a different way 

and order from the motion-based approach. The detection-based approach obtains the average 

motion-vectors inside and outside the detected rectangles separately. Thus, with motion-

vector subtraction and reference markings with known lengths such as lane markings, both 

vehicle speed and vehicle count within a road segment can be estimated. In this way, the 

three basic traffic flow parameters, i.e., speed, density, and volume can be extracted from 

aerial videos. 

In our experiment, in total about thirty minutes’ video clips were tested using the 

combined detector and this detection-based approach. Very good estimation results have been 

observed. Two representative 400-frame video footages were manually examined in detail to 

evaluate the performance of the approach. Video #7 is a video clip taken by a UAV moving 

over a freeway segment, monitoring a three-lane freeway with smooth traffic flow. Video #8 

is another video clip taken with UAV vibration over an urban arterial where the traffic is 

really heavy. With video #8, we are going to show the ability of the detection-based approach 

to estimate traffic flow parameters in congested condition. 
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Figure 7-4 shows some randomly selected sample frames in video #7 with detection 

and estimation results. Multiple-vehicle detection and tracking are challenging tasks, 

especially when the video background is not stable. However, in our framework, we not only 

detect and track multiple vehicles at the same time, but also extract useful traffic flow 

parameters. Figure 7-5 displays the instantaneous traffic flow parameters extracted from 

video #7. In addition, the aggregated values are displayed in Table 7-2, which is more 

meaningful considering that the instantaneous results in one frame can be either not accurate 

or not representative. The estimated average speed in video #7 is 32.7 mph, the estimated 

density is 59.4 pc/mi/lane, and the estimated volume is 5855.9 pc/hour for all three lanes. 

Figure 7-6 shows the randomly selected frames in video #8 with detection and 

estimation results. This case study demonstrates the power of detection-based approach: in 

congested traffic conditions where vehicles are in very low speed or even stationary, it is very 

difficult for traditional methods as well as the aforementioned motion-based method to detect 

and track all the vehicles, let alone estimate their motion at the same time. However, the 

proposed detection-based approach does not use any of the motion or video background 

information to detect/track vehicles. Instead, it just detects the vehicles based on their 

appearance patterns and then tracks them based on detection results. Therefore, the vehicle 

motion has little influence on the detection-based approach. This makes it possible for the 

approach to extract traffic flow parameters in congested condition. From Figure 7-6, 7-7 and 

Table 7-2 it can be observed that very good results were obtained. The average estimated 

speed in video #8 is only 2.1 mph; the density is high, reaching 113.7 pc/mi/lane; and the 

volume is low, which is 111.6 pc/hour. 
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Frame#: 6        Count: 10 Speed: 32 mph

Frame#: 99        Count: 11 Speed: 36 mph

Frame#: 255        Count: 10 Speed: 34 mph

Frame#: 371        Count: 10 Speed: 31 mph
 

Figure 7-4 Selected sample frames showing the vehicle detection and parameter estimation 

results in uncongested traffic condition 
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Figure 7-5 Estimated instantaneous traffic flow parameters for test video #7 with uncongested 

traffic 
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Frame#: 5        Count: 15 Speed: 4 mph

Frame#: 223        Count: 33 Speed: 1 mph

Frame#: 325        Count: 44 Speed: 1 mph

Frame#: 398        Count: 43 Speed: 0 mph
 

Figure 7-6 Selected sample frames showing the vehicle detection and parameter estimation 

results in congested condition 
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Figure 7-7 Estimated instantaneous traffic flow parameters for test video #8 with congested 

traffic 
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Table 7-2 Estimated Traffic flow Parameters and Performance Evaluation of the Detection-

based Approach on Two test Aerial Videos 

 Test Video #7 Test Video #8 

Total Frames 400 

 

400 

 

Dimension of ROI 1000 × 300 

 

1220 × 348 

 

UAV Movement Move along a freeway 

segment with little 

vibration 

 

Move along an arterial 

segment with noticeable 

vibration 

 

Estimated Speed (mph) 32.7 2.1 

   

Estimated Count (per frame) 

 

8.7 29.5 

Estimated Density (pc/mi/lane) 59.4 113.7 

   

Estimated Volume (pc/h) 5855.9 111.6 

   

Speed Estimation Accuracy (%) 91.079 90.067 

   

Count Estimation Accuracy (%) 84.193 88.276 

   

Processing Speed (fps) 31.082 31.265 

 

As aforementioned, vehicle speed and vehicle count are the two straightforward 

metrics used to evaluate the estimation accuracy. To get the ground truth of vehicle speed, we 

use an on-screen pixel measurement tool to manually measure the distances vehicles move 

between consecutive frames; to get the ground truth of vehicle count, we manually go 

through the video frame by frame and count the vehicles in each frame. 

The speed estimation accuracy in video #7 and video #8 are 91.079 % and 90.067 %; 

the count estimation accuracy in the two videos are 84.193 % and 88.276 %. In the detection-

based approach, the vehicle count estimation is directly determined by the detector 

performance, while the speed estimation is influenced by both the detector performance and 

the motion estimation performance. From Table 7-2 we see that the speed estimation 

accuracy is generally pretty high, but is lower than the motion-based approach. This can be 

explained as follows: in the motion-based approach, there is an assumption that vehicles in 
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one group share similar motion, so even though some non-vehicles are classified as vehicles, 

they still have the similar motion with real vehicles, and in this way the non-vehicles 

influence little on the aggregated speed estimation. However, in the detection-based 

approach, non-vehicles do not necessarily have similar motion with vehicles. More likely, 

they are from background and have very different motions. Hence, when they are counted as 

vehicles, their influence on speed estimation is much bigger than that in the motion-based 

approach, which leads to a relatively lower speed estimation accuracy. 

As for the vehicle count, an average of over 86 % estimation accuracy was achieved. 

The estimation in aerial video #8 is more accurate than that in video #7 with the same vehicle 

detector we built. This can be interpreted as the influence by the increase in total number of 

vehicles. In video #8, the traffic is congested while in video #7 it is uncongested. Also, from 

the table we can see the average number of vehicles in video #8 is 29.5 while that in video #7 

is only 8.7. Since it is the same detector that is used in the estimation from these two videos, 

when the detector generates the same number of false-positives or false-negatives, the error 

rate in video #7 is more likely to be larger than that in video #8. 

7.3 How Image Noises Affect System Performance 

Similar to the experiment on testing the motion-based approach, we are testing how image 

noises could affect the system performance of the detection-based approach. Figure 7-8 

shows the sample video frames with different levels of image noises added as well as the 

sample frame of the original video. Specifically, equidistributed noises with different 

intensities were added to the original frame.  Here, the intensity of the noise added is 

measured by the YCbCr image space, which can be derived from RGB color space with the 

Eq. (19) – (21). 
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Noise Added (Y = 20, Cr = 20, Cb = 20)

Noise Added (Y = 20, Cr = 20, Cb = 20)

Noise Added (Y = 20, Cr = 20, Cb = 20)

Original Video Frame

 

Figure 7-8 Different levels of image noises added to test video #7 
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After the image noises added, in order to measure the signal-to-noise ratio, which 

quantitatively shows the quality of the video frames, a common method for image signal-to-

noise ratio estimation was implemented. In this signal-to-noise ratio estimation method, first 

of all, image is first converted to grayscale image. Then, small square windows are used to 

get the maximum local variance and minimum local variance of the pixel intensity values 

within the sliding window. If S denotes the largest local variance, which is regarded as the 

signal intensity, and N denotes the minimum local variance, which is regarded as the noise 

intensity, then the signal-to-noise ratio (SNR) can be estimated using Eq. (22). The SNR was 

calculated in randomly selected frames and then averaged. Results are shown in Table 7-3. 

 

Table 7-3  Noise level and corresponding estimation accuracy 

 Original Video_N1* Video_N2* Video_N3* 

(Y,Cr,Cb) NA (10,10,10) (15,15,15) (20,20,20) 

SNR Very large 25 dB 19 dB 12 dB 

Speed Accuracy(%) 91.079 86.725 84.891 83.686 

Count Accuracy(%) 84.165 78.046 74.048 68.796 

 

From Table 7-3, it can be seen both speed estimation accuracy and count estimation 

accuracy decrease as the video noise increases. Generally, compared to the motion-based 

approach, the accuracy reduction here is faster such as that the count estimation accuracy 

decreases from 84 % to 68 % from original video to Video_N3*. This is considered 

reasonable: for speed estimation, in the detection-based approach, when there are more false-

positives, background motion in some part of the image will be aggregated into traffic 

motion; likewise, when there are more false-negatives, some vehicles’ motion will be 

aggregated into background motion. In either way, the speed estimation accuracy will be 
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influenced more than the motion-based approach. Count estimation accuracy mainly depends 

on the vehicle detector performance. We can further improve the robustness to noise by 

training a stronger detector with more samples collected. 

7.4 Discussion on Real-time Processing Speed 

As real-time traffic information is so important for traffic control or route guidance, the 

processing speed of our method is evaluated in this section. The experiments were conducted 

on a computer with an Intel i5-2310 CPU @ 2.9GHz processor and 6G of memory. Under 

current parameter settings, our system operates in real-time; the average processing speeds 

for the five videos were 31.082 fps, 31.265 fps, respectively (see Table 7-2). Considering our 

videos have a frame rate of 24 frames-per-second, real-time traffic parameter extraction is 

achieved.  

The high processing speed of our detection-based approach results from key 

differences between our processing logic and framework when compared to previous ones 

discussed in the literature review. Most existing work has focused on trying to turn the 

problem into an image processing problem with a fixed background. Then, image registration 

is used to match features in two frames, but the overall process is quite time consuming and 

complicated. In addition, most existing aerial video-based vehicle detector are more 

computationally expensive than ours. In contrast, the two components of our proposed 

detection-based approach, i.e., combined cascaded classifier and KLT tracking method, are 

very efficient in both detection and tracking. The combined cascaded classifier takes 

advantage of the fast processing speed of cascaded classifiers and the high detection rate of 

neural network, thereby resulting in fast vehicle detection; KLT method tracks low-cost point 

features, making the following traffic speed estimation process very efficient as well. In the 

detection-based approach, the number of interest points does not influence processing speed 
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significantly since the only thing we do with the number of interest points is when we 

average the motion of vehicles and background. It is not like in the motion-based approach, 

in which every key algorithm takes the interest points as input. That is to say, based on this 

framework, the vehicle detector plays the key role in fast processing speed though the KLT 

method also influences the efficiency.  
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Chapter 8 Conclusion and Future Work 

8.1 Conclusion 

In this research, we proposed a novel framework that is composed of two complementary 

approaches for estimating traffic flow parameters, i.e., speed, density, and volume, from 

aerial videos. These two approaches both make use of optical flow information, machine 

learning methods, traffic flow theory, and reference markings to extract traffic flow 

parameters from aerial videos with moving background. The proposed framework works well 

in a variety of challenging scenarios. The system is very robust and has been proved to be not 

sensitive to UAV movements, traffic conditions (uncongested or congested), and time of day 

(daytime or nighttime).  

The motion-based approach identifies traffic streams and extracts bi-directional traffic 

flow parameters. This approach includes four consecutive steps. The first step is Shi-Tomasi 

interest point detection and Kanade-Lucas optical flow-based tracking across frames. The 

second step clusters optical flow vectors via the k-means algorithm based on their speed and 

direction. The third step groups interest points in each travel direction and calculates the 

motion of each individual vehicle. The final step calculates speed, densities, and volumes for 

the two travel directions. Experiments on five datasets from aerial videos show that the 

proposed method yields about 96% and 87% accuracy in estimating average speed and 

vehicle count of the two traffic streams considered, respectively. 

The detection-based approach is based on a well-trained vehicle detector and optical 

flow information from top-view perspective. In the first stage of training the detector, Haar 

cascaded classifiers are trained using Haar-like features, which are used to reduce the image 

search-space from the whole image to a limited number of sub-windows. In the second stage, 

multi-layer perceptron neural network classifier is trained as the final stage of the combined 
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cascaded classifier, examining the remaining candidate windows to determine if they are 

vehicles or not. Two Haar cascaded classifiers and two multi-layer perceptron neural 

networks are trained in the framework to detect light-color and dark-color vehicles separately 

to achieve a higher detection rate with the same size of training samples. The combined 

cascaded classifier takes advantage of the fast processing speed of cascaded classifier and the 

high detection rate of multi-layer perceptron. With vehicles detected in each frame, KLT 

method is then applied to estimate the vehicle motion as well as the background motion. 

Hence, average vehicle speed can be obtained by motion-vector subtraction. With an 

appropriate reference marking, actual traffic speed, density and volume can then be 

calculated. In our experiment, the speed and count estimation accuracy reaches over 90% and 

86%, respectively. 

The motion-based approach and detection-based approach demonstrates two 

complementary ideas in aerial video-based traffic flow parameter estimation. Both of them 

actually use motion information to handle the moving background problem in UAV video 

processing. However, the way to detect vehicles as well as get vehicle counts are different. 

The motion-based approach first extracts the motion information all over the current frame, 

then the vehicle detection and counting is conducted based on unsupervised learning 

methods, i.e., k-means clustering and connected graph. In contrast, detection-based approach 

first detect vehicles using supervised learning method, i.e., combined cascaded classifier, and 

then extract and aggregate motion information based on detection results. Therefore, the 

motion-based approach does not really deal with the pattern of the vehicle. The processing is 

all based on traffic and background motion, so it works well for both daytime and nighttime, 

but does not work in heavy congested condition. The detection-based approach detect 

vehicles based on pattern thus it works well in both uncongested and congested conditions, 

but it does not work at night since the positive samples were all collected in daytime. 
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The proposed framework is designed to enable real-time operation for transportation 

management and traffic monitoring. The two main approaches both runs in a real-time 

manner even on a normal desktop computer. With higher configuration, it is reasonable to say 

our system will be even more efficient and is able to support more complicated tasks. 

8.2 Future Work 

Future work could be focusing on the follows issues. In the first place, for the motion-based 

approach, our current method works well for free-flow and moderately congested traffic flow 

conditions because the motion criteria depend on similar movement of both background and 

traffic interest points. Similarly, our method works well for traffic on straight road segments. 

Testing our method on heavily congested traffic conditions and curved road segments, and 

adjusting it to improve performance would also be insightful. Then, our algorithm sometimes 

recognizes trucks, buses, and other large/heavy vehicles as multiple passenger cars. Future 

work may investigate to improve accuracy for estimation of large vehicles and to improve the 

overall performances of our method.  

In the second place, for the detection-based approach, the number of training samples 

is still relatively small. At this moment we consider it reasonable since the positive samples 

of top-view vehicles from UAV perspective is still rare, but in the future as more aerial 

videos being collected, we are going to train more rigorous combined cascaded classifiers 

using our model. We can even try training deep neural networks rather than the regular neural 

network built in current research, especially given the fact that the deep learning methods 

have made great progresses recently. Actually our detection approach demonstrates an idea 

that with a well-trained vehicle detector and the KLT method, traffic flow parameters can be 

obtained. Thus, we are going to build more vehicle detectors using different methods, then 

test and compare them to see how each of them perform in extracting traffic flow parameters. 
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Last but not least, for our framework incorporating two approaches as a whole, even 

though we have concluded that each approach has its own advantages, e.g., the detection-

based approach works better for congested conditions and motion-based approach works 

better for different lighting conditions, we still need to figure out a way for the system to 

automatically determine which approach should be used in a given situation. That is to say, 

when the system is really used in traffic monitoring and control tasks, the UAV itself does 

not know what the scenario is in advance, so effort is needed to develop a method for UAV to 

know which approach in the framework is more appropriate in a certain scenario. 
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